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Abstract.

During the last years the users involved in the usage of OpenFOAM® software to solve fluid dynamics
problems are significatively increasing due to the available tools and solvers on the Web, due to the
sinergy that is present in several forums and specially due to the fact that OpenFOAM is open source
with a GPL license type placing this kind of software in a competitive position against their commercial
counterparts. More and more the widespread of CFD is taking place there will be more people interested
in such a solution.

In this work we present several tests to understand the madurity of OpenFOAM software as a tool
for Computational Fluid Dynamics. Due to our experience in the usage of others commercial and open
source CFD software we are worried about a strong validation of OpenFOAM results against their coun-
terpart reference solutions.

Finally some conclusions are presented as guidelines for using OpenFOAM for industrial problems.
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1 INTRODUCTION

Benchmarking is a good practice in CFD, even without being an extensive Verification &
Validation process (Stern et al., 2006), it allows to set a basis for further calculus and to know
the sensitivity of code and model parameters. Fluent® and OpenFOAM® (Weller et al., 1998)
are two well established codes, one on the closed code line and the other one being open to the
community under the GNU General Public License.

Related to incompressible isothermal Navier-Stokes solutions, both in laminar and turbulent
regimes there are two paradoxical benchmark problems, namely the Three Dimensional Lid-
Driven Cavity Flow and the Backward Facing Step. Regarding the first test there have been
solution for it from the late seventies (De Vahl Davis and Mallinson, 1976), nevertheless the
quality of these results has been disputed because the limited computational resources used for
the work (Tang et al., 1995). For the purposes of this work later results will be referenced for
the sake clarity and accuracy (Ding et al., 2006; Bouffanais and Deville, 2007). Respect of the
second test the foundational work is due to Armaly e al. (Armaly et al., 1983). This work
refers to a 2D flow and more insight in 3D structures, influence of upstream flow and boundary
conditions will be discused later.

Cited tests have the aim of checking the behavior of codes facing detached flow, specially
in the second one. Another test was used for validation, based on the efforts of the European
Research Community on Flow, Turbulence and Combustion (ERCOFTAC) (See ERCOFTAC
Classic Collection) to have a reliable database of fluid experiments. The “Duct Flows with
Smooth and Rough Walls” test was used to validate results for non-detached flow in turbulent
regime, specially the influence of walls and the subgrid viscosity damping.

Turbulence is modeled by means of LES Smagorinsky Model as was proposed by Smagorin-
sky (Smagorinsky, 1963) and lately modified (Dynamic Smagorinsky Model) by Germano (Ger-
mano et al., 1991) and Lilly (Lilly, 1992) and implemented in Fluent® following Kim (Kim,
2004) and in OpenFOAM® following Weller et al. (Weller et al., 1998) and Fureby et al.
(Fureby et al., 1997).

2 THREE DIMENSIONAL FLOW IN A LID-DRIVEN CAVITY

As the first set of comparatives between Fluent® and OpenFOAM® lid-driven cavity is mod-
elled in laminar and turbulent regimes. Simulations were carried out in a 60 x 60 x 60 cells grid
with refinement towards the wall. Domain extents from O to 1 in x, y and 2 directions, being
the origin of coordinates in the inferior, back and left corner (see Figure 1). A fixed velocity of
Ve=1 % is applied on the top, so as is well known a big vortex is developed within the cavity.
Comparisons were done at = and y centerlines, with coordinates (x, 0.5, 0.5) and (0.5, y, 0.5).

2.1 Laminar case

Laminar case was compared to numerical results given by Ding, Shu, Yeo and Xu (Ding
et al., 2006), taking the case of Re = 100. In Fluent® the case was set with a pressure based,
segregated, steady solver with Green-Gauss Cell Based gradient treatment. SIMPLE algorithm
selected for pressure-velocity coupling with relaxation factors of 0.3 for pressure and 0.7 for
momentum. The pressure was discretized with Standard discretisation and Second Order Up-
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Figure 1: Detail of geometry used for Lid-Driven cavity simulations

wind discretisation for was set for momentum. Finally AMG' solver with default settings was
used and residuals were reduced below of 1 x 107° for all variables. It is important to note that
Second Order Upwind discretisation follows the work of Barth and Jespersen (Barth and Jes-
persen., 1989) where the gradient used for extrapolation from cell center to cell face is limited,
sO new maxima or minima are introduced.

For OpenFOAM® a pressure based, segregated, steady solver (simpleFoam) was used
with SIMPLE algorithm for pressure-velocity coupling with relaxation factors of 0.3 for pres-
sure and 0.7 for momentum. Residuals were reduced below of 1 x 107 for all variables and
Gauss Linear discretisation was set for pressure and divergence terms. Regarding residuals cri-
teria it is possible to show that residual definition in both of used codes are quite similar, so then
similar criteria for convergence were set (See Appendix A).

Regarding pressure discretisation both codes have used a Rhie and Chow (Rhie and Chow,
1983) based formulation, this was set by means of Standard Pressure Discretisation in Fluent®
(See Fluent® 6.3.26 Users Guide, chapter 25.4.1) and Gauss Linear discretisation in OpenFOAM®
(Peng Karrholm, 2008).

With the aim of comparing different strategies for linear system solution and advective terms
discretisation particular settings were used, particularly a) Bi-Conjugate Gradient for solving
and Full Upwind divergence terms discretisation (CG), b) Geometric Algebraic MultiGrid for
solving and Full Upwind advective terms discretisation (GAMG), ¢) Bi-Conjugate Gradient for
solving and Linear Corrected for divergence terms discretisation (CG-2nd.Order).

Results are shown in Figures 2 and 3. From these figures it is possible to conclude that no

'No other solver is available in Fluent®



difference is found in using CG or GAMG in this case in OpenFOAM®, at least for results.
Both cases were run with Full Upwind for divergence terms and have approximately 5% of
maximum error. For Fluent® satisfactory results were found with initial settings. After the first
set of running in OpenFOAM® a last one was done using Linear Corrected discretisation for
divergence terms which allowed to obtain better agreement with reported results.
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Figure 2: Profile for U velocity in the vertical centerline (y centerline) for laminar case (Re = 100).

More differences were found analyzing convergence behavior. Fluent, see Figure 4.a),
shows monotone convergence and matches the residuals criteria at about 350 iterations. In
OpenFOAM® CG and GAMG shows noisy convergence matching the convergence criteria
not so clearly, see Figure 4.b, c¢), in both cases Full Upwind discretisation was used for di-
vergence terms. Finally Figure 4.d), using CG and Linear Corrected for divergence terms in
OpenFOAM® shows excellent convergence at first (almost finished work at 50 approximately
iterations), but is not so clear again matching the convergence criteria. These examples show
that nevertheless good agreement was obtained in solution there are some aspects of system
solving in OpenFOAM® that have to be evaluated more deeply (See CFD Online simpleFoam
Convergence Problems thread).

2.2 Theoretical background on Large Eddy Simulation (LES)
2.2.1 Fluent®

Filtered Navier-Stokes Equations Large Eddy Simulation model relies on magnitude filter-
ing to avoid complete solving of Navier-Stokes Equations. In this process variables are filtered
spatially so that big eddies are calculated and smaller ones are modelled. In the Finite Volume
Method framework and particularly in Fluent® the applied filter is given by Equation 1

660 = [ otx)ix, xev n

where V' is the volume of a computational cell. Taking into account a general filtering process
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Figure 3: Profile for V' velocity in the horizontal centerline (x centerline) for laminar case (Re = 100).
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like in Equation 2

B(x) = /D H(x')G (x, x')dx @)

where D is the fluid domain, and G is the filter function that determines the scale of the
resolved eddies. Here the filter function, G(x, x’) involved is given by Equation 3

N1V, X' eV
Gxx) = { 0, x' otherwise

Finally filtered incompressibility (Equation 4) condition and Navier-Stokes (Equation 5)
equations reads

3)

0
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where o0 is the stress tensor due to molecular viscosity defined by
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and 7;; is the subgrid-scale stress defined by
Tij = pm — pﬂiﬂj (7)

Subgrid-Scale Models The subgrid-scale stresses resulting from the filtering operation (Equa-
tion 7) are unknown and require modeling. Due small eddies tends to be more isotropic than
bigger ones it is possible to use simple methods, like RANS?, to parametrize them. This method
is applied in most of Subgrid-Scale (SGS) models (Germano et al., 1991) and are based on the
Boussinesq hypothesis as in the RANS models. So that, subgrid-scale turbulent stresses are
computed from Equation 8

1 _
Tij — ngk%’ = —Q,UtSz‘j ()

where i, is the subgrid-scale turbulent viscosity. The isotropic part of the subgrid-scale
stresses Ty, 1S not modeled, but added to the filtered static pressure term. .S;; is the rate-of-strain
tensor for the resolved scale defined by Equation 9

— 1 (0w ou
Sig §(axj+axi> ©)

2Reynolds-Averaged Navier Stokes



Smagorinsky-Lilly Model One of the most used models for the eddy viscosity x; in Equation
8 is that was given by Smagorinsky and improved by Lilly. In this model eddy-viscosity is
modeled by Equation 10

pe = pL% || (10)
where L is the mixing length for subgrid scales and |§‘ = @/2@]@”. In Fluent®, L, is
computed using

L, = min (ﬁd, C’SVI/S) (11)

where « is the von Karman constant, d is the distance to the closest wall, C; is the Smagorin-
sky constant, and V is the volume of the computational cell.

Since Cs must be tuned properly for each case, it became a serious shortcoming for this
simple model. Piomelli et al. [See (Germano et al., 1991)] found the optimum value of C to
be around 0.1, it stands for a wide range of flows, and is the default value in Fluent®3.

2.2.2 OpenFOAM®

LES Smagorinsky-Lilly formulation in OpenFOAM® is in general similar to Fluent, never-
theless there are some important differences to take in account at running time. For j; or psas
as is referred in OpenFOAM® documents, its definition is given by:

Hsas = PLgCg }E‘ (12)
like in Fluent® (See Eq. 10). L, stands for
. K y i 1/3
Ly=min |=—=(1—ea¥™ |,V (13)
Ca

where « is the von Karman constant, y is the distance to the closest wall, Cx and A" are a
model constants (Cx = 0.158 and AT = 26 by default in OpenFOAM®), V is the volume of
the computational cell. This approach is in the spirit of Van Driest (Van Driest, 1956) damping
function for pggs (De Villiers, 2006)

Working with the transport equation for the SGS and putting shear production equal to the
dissipation (See CFD Online OpenFOAM® LES thread) is possible to arrive to this relationship

C
Cs =/ Cxk Cf (14)

Since C'x = 0.07 and C, = 1.05 are the defaults for OpenFOAM® CJ has a value of 0.13.

3See Fluent® 6.3.26 manual chapter 12 for additional guidelines in Cy selection.
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2.3 Dynamic Smagorinsky-Lilly Model

Both in Fluent® and OpenFOAM® Dynamic Smagorinsky-Lilly Model is based on the work
of Germano (Germano et al., 1991) and Lilly (Lilly, 1992). In such a dynamic model Cg is
evaluated dynamically, avoiding the necessity of constant tuning. In Fluent® particularly this
job is done using Kim’s implementation (Kim, 2004) for non-structured grids and a clipping
criteria is applied to C's (See Equation 15)

0<Cs<0.23 (15)

In OpenFOAM®, as in all cases, formulation can be extracted directly from the code®.
The version present in code is explained and compared with other dynamic models by Fureby
(Fureby et al., 1997). So, basic relations are given by Equations 16-19

2
B = Sl - 2vsas dev(B) (16)
2
B = g/{?I — 2Veff dev(B) (17)
k= C; A*||D|J (18)
VsGgs — CD AQHZDH2 (19)

where dev(D) = D — 1 [tr(D)], tr(D) = Dy + Dag + Das, vess = vsgs + v and Ais a
function of cell size. Constants are defined by Equations 20-21.

(K m)

Cr = (mm) (20
(L . M)

Cp (M M) @1

where K = L (TT — U T), m = A? (4||ﬁ|;2 - Hnuz), L=dev(UU-TU)and M =

U —
A* (DD - 4|D]).

2.4 Turbulent case

Turbulent case was carried out by means of Dynamic Smagorinsky Method (DSM) imple-
mented both in Fluent® and OpenFOAM®. Results were compared with those given by Bouf-
fanais and Deville (Bouffanais and Deville, 2007). Results are give at Re = 12000 from
experiments and DSM implemented by Spectral Element Methods.

Settings for Fluent® were as follows: pressure based, segregated, unsteady, second order im-
plicit solver with Green-Gauss Cell Based gradient treatment. SIMPLE algorithm for pressure-
velocity coupling with relaxation factors of 0.3 for pressure and 0.7 for momentum. Standard
pressure discretisation and Bounded Central Difference for momentum. Residuals were reduced

4See ~/OpenFOAM/OpenFOAM-<version>/src/turbulenceModels/incompressiblelLES/
dynSmagorinsky/dynSmagorinsky.C



below of 1 x 1072 for all variables. For OpenFOAM®: pressure based, segregated, unsteady
solver (icoFoam). PISO algorithm for pressure-velocity coupling. Residuals were reduced
below of 1 x 107 for all variables (included the turbulent ones) except for p where residuals
gone below of 1 x 107°. Gauss Linear discretisation for pressure and divergence terms. Euler

scheme (first order implicit) was used for time discretisation.

In Figures 5 and 6 results for Fluent® and OpenFOAM® are shown. For U velocity OpenFOAM®
appear to be more accurate than Fluent® but even though both softwares aren’t in good agree-
ment with experimental and DSM reported data. For V' velocity presents good agreement with
reported DSM data but OpenFOAM® exhibits a behavior similar to experiments in some of the
point but not in the near-wall zones, so not concluding remarks can be done.

It’s important to note that results shown for DSM are averaged results in fully devoloped

regime.
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Figure 5: Profile for U velocity in the vertical centerline (y centerline) for turbulent case (Re = 12000).

3 LAMINAR FLOW IN A BACKWARD FACING-STEP

The second test that was carried out was the Backward Facing-Step. It was modelled in lam-
inar regime. This flow allows to compare prediction of separated flow like is developed along
the step in geometry. This is a classical test and was proposed by Armaly et al. (Armaly et al.,
1983). Interest in separated flows is based on taking this benchmark as a next step in CFD code
characterization because the presence of recirculation, adverse pressure gradients, etc.

Laminar case was compared to experimental results from Armaly given by Chiang and Sheu
(Chiang and Sheu, 1999), taking the case of Re = 389. Simulation was carried out in 2D and

geometry was inspired in used by Chiang (see Figure 7)
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Figure 6: Profile for V' velocity in the horizontal centerline (z centerline) for turbulent case (Re = 12000).

Figure 7: Backward-facing step channel geometry, from (Chiang and Sheu, 1999)



Dimensions A, S and L; = 55 h where taken from Chiang, upstream length L, = h was
selected following guidelines given by Williams (Williams and Baker, 1997). Domain was
meshed with a regular grid of 30 cells in 2 direction in inlet zone, and 60 cells in z direction in
expansion. In x direction 147 cells were used in expansion with Last/First cell ratio of 26.66,
first cell longitude was about of 0.033 units and last one about of 0.88 units. In inlet zone 3 cells
were used in x direction with a Last/First ratio of 10.

In Fluent® the case was set follows: pressure based, segregated, steady solver with Green-
Gauss Cell Based gradient treatment. SIMPLE algorithm for pressure-velocity coupling with
relaxation factors of 0.3 for pressure and 0.7 for momentum. Standard pressure discretisation
and Second Order Upwind/QUICK discretisation for momentum. Residuals were reduced be-
low of 1 x 1075 for all variables. For OpenFOAM® these were the general settings: pressure
based, segregated, steady solver (simpleFoam). SIMPLE algorithm for pressure-velocity
coupling with relaxation factors of 0.3 for pressure and 0.7 for momentum. Residuals were re-
duced below of 1 x 107 for all variables. Gauss Linear discretisation for pressure and Linear
Corrected/QUICK schemes for advective terms discretisation.

Results are shown in Figures 8 and 9.
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Figure 8: Streamwise velocity profiles for (Re = 389) with Second Order Upwind/Linear Corrected Scheme.
Circles: Armaly results, dashed line: Fluent, continuous line: OpenFOAM
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4 TURBULENT FLOW IN 3D SQUARE CHANNEL
4.1 Introduction

Finally a comparison between Fluent® and OpenFOAM® regarding Large Eddy Simula-
tion Model in its Smagorinsky-Lilly implementation is presented. To do this, an ERCOFTAC
Database example (See ERCOFTAC Database Case 52. Duct Flows with Smooth and Rough
Walls) with experimental data is taken as a reference, looking for equal results in Fluent® and
OpenFOAM® and fairly good agreement with experiments. In this case classical Smagorinsky-
Lilly implementation is used due the simplicity to match models between both codes.

Problem consists in a square duct with a cross-section of ~ = 0.05m and L = 4 m in length.
Simulations were carried out at Re = 6.5 x 10%, so v = 0.769 x 10‘6g and velocity at inlet
was V' =1 (See Figure 10).

Vi

Figure 10: Detail of geometry used for ERCOFTAC 52 simulation

4.2 Theoretical background on LES Near-Wall Treatment
4.2.1 Fluent®

When the mesh is fine enough to resolve the laminar sublayer, the wall shear stress is ob-
tained from the laminar stress-strain relationship:
U pury
U, p
If the mesh is too coarse to resolve the laminar sublayer, it is assumed that the centroid of
the wall-adjacent cell falls within the logarithmic region of the boundary layer, and the law-of-
the-wall is employed:

(22)

T 1
L lhE (p“Ty> (23)
Ur K 14
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where « is the von Kdrmdn constant and £ = 9.793. If the mesh is a such that the first near
wall point is within the buffer region, then two above laws are blended [as follows]

+_ I+ Tt
ut =e uy, +erul 24)

where the blending function is given by:

a(y®)*
= ——— 25
1+ by* (25)
where a = 0.01, b =5, y" = yu, /v and u™ = u/u,. Similarly, the general equation for the
derivative ‘;“—i is
Yy
du® _ o du; ok dugt . 26)
dy* dy* dy*

This approach allows the fully turbulent law to be easily modified and extended to take
into account other effects such as pressure gradients or variable properties. This formula also
guarantees the correct asymptotic behavior for large and small values of y* and reasonable
representation of velocity profiles in the cases where y™* falls inside the wall buffer region
3 < y' < 10).

4.2.2 OpenFOAM®

Like Fluent®, blending function is provided in OpenFOAM® in order to manage different
values of y* for first grid cell and its influence in near-wall function selection. So blending
function is given by ’Spalding Law’ (De Villiers, 2006) in the form

+ + 1 K + 1

Yyt =u o e 1 — ku —5(/%

where k = 0.4187 and E = 9 as defaults in OpenFOAM®.

== (ut)’ 27

4.3 Results

Simulations were made on an hexahedral mesh of 120 x 30 x 30 elements in z X y X z
directions. Double sided grading with First/Last ratio of 26 was used in y and z directions,
refining toward the walls. In x First/Last ratio of 100 was used. Running settings for Fluent®
were as follows: pressure based, segregated, unsteady, second order implicit solver with Green-
Gauss Cell Based gradient treatment, SIMPLE algorithm for pressure-velocity coupling with
relaxation factors of 0.3 for pressure and 0.7 for momentum, standard pressure discretisation
and Bounded Central Difference for momentum [this is implemented based on a NVD limiter,
particularly following Leonard (Leonard, 1991)]. Residuals were reduced below of 1 x 107°
for all variables. In OpenFOAM® the model was set with a pressure based, segregated, unsteady
solver (oodles), PISO algorithm for pressure-velocity coupling. Residuals were reduced be-
low of 1 x 107° for all variables (included the turbulent ones) except for p where residuals gone
below of 1 x 107%. Gauss Linear discretisation for pressure and general divergence terms and
SFCD (Second order bounded) for %(pﬂiﬂj) term. Finally Backward scheme (second order
implicit) was used for time discretisation.



Results from Fluent® were obtained following the theoretical background given previously
with C's = 0.1. In the other hand results in OpenFOAM® were obtained progressively changing
free parameters sequentially as in indicated in other to mimic Fluent® results. First of all,
OpenFOAM® case is run with default settings (Case 1). Then Cs is matched (Case 2) via
Equation 14. As the third step changes are made in order to equalize vg5s damping towards
the wall (Cases 3 and 4) by means of Lg calculation (Equation 13, compare with Equation 11).
Finally, blending of wall functions is activated (Case 5).

1. Original parameters from OpenFOAM®
2. C,is changed from 1.05 to 3.43 (C's = 0.1)

3. Cx is changed from 0.158 to 0.1. This allow to partially equalize OpenFOAM® and
Fluent® vggs damping functions.

4. AT is changed from 26 to 0.8 equalizing vsgs damping functions.

5. Finally nuSgsWallFunction option is activated forcing OpenFOAM® to use blended
wall functions in near wall zones as in expressed in Eq. 27.

E constant in ’Spalding Law’ wasn’t change in OpenFOAM® because it has second order
effect in solution. Results of this sequence are shown in Figure 11. Isolating the data referred
to Fluent® and OpenFOAM® final comparison Figure 12 is obtained.

0.025

-0.025
0 0.2 0.4

Figure 11: Sequence of solutions in OpenFOAM®, solution in Fluent® and experimental results. Circles: ex-
perimental data by ERCOFTAC, error bars 4= 1.5%; Crosses: Fluent; Dotted line: OpenFOAM® 1; Dashed line:
OpenFOAM® 2; Dash-dotted line: OpenFOAM® 3; Thin continuous line: OpenFOAM® 4; Thick continuous
line: OpenFOAM® 5.

Finally in Figure 13 results as is Figure 12 are shown but with comparing cell center values.
Note that interpolation used before tends to smooth the solution, then to compare in a complete
sense is necessary to use both figures.
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Figure 12: Comparison between Fluent® and OpenFOAM® (experimental reference include). Circles: experi-
mental data by ERCOFTAC, error bars & 1.5%; Crosses: Fluent®; Continuous line: OpenFOAM® final.

0.025 Gl

+
o +
Fe t°¢‘rh
0.02 by -
B oy
L
0.015 o
ed
0.01
+d
ot
0.005 P
oy o
= 0
T o
o
-0.005 o
o
-0.01
E=t]
ot
-0.015 »—o—«m
=
}_g*» o+
-0.02 oL
L
P~ sl o +7
h.n LI = o = +
-0.025 +0
0.2 0.4 0.6 0.8 1 12 14 1.6
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S CONCLUSIONS

After tests OpenFOAM® appears as a reliable tool for CFD. Laminar solver has no particu-
lar details in its implementation and use. It gives close results to Fluent® ones and contrasting
with experimental data, both in detached and non-detached flux. Usual care must be taken into
account as mesh refinement, etc. Particularly in advective schemes QUICK results to be the
best for Fluent® simulation and Linear Corrected in OpenFOAM® case.

Regarding turbulent simulations, Dynamic Smagorinsky model implementations give simi-
lar results at same level of convergence, as was shown in Lid-Driven Cavity test. Convergence
criteria based on scaled residuals has been shown as similar in both codes, but attention must be
given to noisy residual evolution in pressure (continuity) equation residuals in OpenFOAM® .
In classical Smagorinsky-Lilly model necessity of model equalization have been proved. Such
equalization is obtained via model parameters adjustment in order to obtain the same Smagorin-
sky constant and mixing length approximation.

Attention must be given to wall treatment between both codes. In wall dominated flows, wall
effects not only are taken into account by v damping functions but also in near wall treatment
models. These models allow to manage different values in mesh y* avoiding use of extremely
fine meshes. In this case only activation of v near wall treatment model in OpenFOAM® was
necessary to finally match Fluent® and experimental results, but more deep adjustments can be
made via case dictionaries.
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A RESIDUALS DEFINITION FOR FLUENT® AND OPENFOAM® PRESSURE-BASED
SOLVERS

Judging convergence by residuals is usual in CFD code utilization. Problems arise when
is necessary to compare codes in such parameter. Following is a description of definition for
residuals in Fluent® and OpenFOAM® pressure based solvers

A.1 Fluent
A.1.1 Theoretical background

By means of Finite Volume Method and after discretisation the conservation equation for a
general variable, ¢ at a cell P can be written as’ in Equation 28

appp =) axoy +b (28)
N

Here ap is the center coefficient, i.e. the contribution of all terms that involves the unknown
at the cell center, ay are the influence coefficients for the neighboring cells, namely the cells
that share a face with the analyzed cell, and b is the contribution of the constant part of the
source term S, in S = S, 4+ Sp¢ and of the boundary conditions.

The residual R? as is usually defined or non scaled residual in Fluent®’s nomenclature, is the
imbalance in Equation 28 summed over all the computational cells as Equation 29 expresses.

R =" |> ax¢x+b—apép| (29)

cells P N

In order to adimensionalize and to refer the residual to a similar basis, residuals are scaled.
Fluent® scales the residual using a scaling factor representative of the flow rate of ¢ through the
domain. This scaled residual is defined as in Equation 30

R — Y ocells P | 2N ONON 4+ b — apop| 0
D cells P @POP|

For the momentum equations the denominator term ap¢p is replaced by apvp, where vp is
the magnitude of the velocity at cell P.

Analyzing Equation 30 it is possible to see that the imbalance (numerator) goes to zero along
iterations, meanwhile denominator converges to a constant value, giving a reduction of overall
residuals.

A.2 OpenFOAM
A.2.1 Theoretical background

OpenFOAM® residuals definition lies on scaled residuals theory too, nevertheless differ-
ent scaling factor is used, an explanation was given by Jasak as follows (See CFD Online
OpenFOAM® Convergence on Segregated Solvers thread). For a system:

Ax=5> (3D

5See Fluent® 6.3.26 Users Guide, chapter 25.18.1


http://www.cfd-online.com/Forums/openfoam-solving/57903-residuals-convergence-segregated-solvers.html
http://www.cfd-online.com/Forums/openfoam-solving/57903-residuals-convergence-segregated-solvers.html

residual is defined as

R=b—Az (32)

Then residual scaling is applied with the following normalization factor procedure:

TRef = T (33)
setting temporal variables
wa = Ax
pa = A Zget (34)
now the scaling factor is:
scaleFactor = Z |lwa — pal + |0 — pa| + matrix.small_ (35)

where matrix.small_=1.0 x 1072°, Then the scaled residual is:

2. 10— wa
~ scaleFactor (36)
Again as in Fluent® denominator goes to a constant due difference to solution and average
field value goes to constant too. In the other hand numerator goes to zero if solution converges,
then residuals should go to zero as a evidence of convergence.

A.3 Comparisons and recommendations

As was shown scaled residuals definition for Fluent® and OpenFOAM® are similar, differ-
ences were found in scaling factor. Near convergence both numbers must be similar except for
a multiplying constant.

Even though explained criteria is useful in most of cases, warning given Ferziger and Peric
(Ferziger and Peric, 2002) must be taken into account: ”A compromise is to use the reduction
of the residual as a stopping criterion. Iteration is stopped when the residual norm has been
reduced to some fraction of its original size (usually by three or four orders of magnitude). As
we have shown, the iteration error is related to the residual via Equation 29 so reduction of the
residual is accompanied by reduction of the iteration error. If the iteration is started from zero
initial values, than the initial error is equal to the solution itself. When the residual level has
fallen say three to four orders of magnitude below the initial level, the error is likely to have
fallen by a comparable amount, i.e. it is of the order of 0.1% of the solution. The residual and
the error usually do not fall in the same way at the beginning of iteration process; caution is
also needed because, if the matrix is poorly conditioned, the error may be large even when the
residual is small”.
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